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NACA 64A410. The Reynolds number was 4 £ 106 , and the Mach
number was 0.25. The computed pressure coef� cients were com-
pared to experimental results,6 and such a comparison for a =6 deg
is shown for a middle cross section in Fig. 2. The combinedmethod
solution agreed quite well with the experiment at the root and mid-
dle sections of the wing, but there was a notable underestimationof
the top surfacesuction at the tip station.At the tip also the computed
results near the trailing edge seem unnatural and different from the
experiment. It is likely that this is caused by wing tip vortices and
increasedspanwise � ow that the new methodcannothandle.Similar
comparisons at a higher angle of attack, a = 16 deg, are shown in
Fig. 2 for the root and middle sections. Even for such high sweep
the solutionat wing root (where the assumptionof two-dimensional
� ow is valid) seems remarkably accurate at such a high angle of
attack. Yet, at the stations closer to the tip there were some con-
vergenceproblems with the boundary-layercomputation,and it can
be seen that the method dramatically overshoots the minimum C p

value. Yet, the results show that for moderate angles of attack even
a highly swept wing can be analyzed with this method with good
reliability.

Conclusions
The combined three-dimensional viscous/inviscid analysis

methodintroducedin thisNotegavereasonablyaccurateresultswith
a short computational time in the calculated test cases. The method
is especiallysuitable for low-Reynolds-number� ows becauseof its
capability of predicting transition and representing laminar sepa-
ration bubbles. As a tool for analyzing wings, the code is several
orders faster than a N–S solver, and creating the surface paneling
is much easier a task than generating a three-dimensional volume
grid.

However, the method assumes two-dimensional � ow at the cross
sectionswheretheboundary-layeris computed,which isnotrealistic
at the wing tip, especially on highly swept wings at high angles of
attack. Neglecting possible cross� ow instabilities can also cause
errors in the transition prediction for swept wings. Therefore, the
method is limited to only moderatesweep angles,or only low angles
of attack for high sweep and is not suitable for small aspect ratio
wings. The panel method HISSS breaks down in transonic � ow, and
XFOIL, on the other hand, only works for subsonic � ows. These
facts limit the applicablerange of the combinedmethod to subsonic
� ows.

This method can readily be used for analysis of more complex
con� gurationsas long as the assumptionof two-dimensional� ow is
not violated on the surfaces analyzed. On bulging bodies or vertical
surfaces, only an inviscid solution can be computed, and viscosity
will not be taken into account. However, this sort of analysis might
still give acceptable results at least for lift because the error in the
contribution of a fuselage will not be signi� cant in the integrated
results. Analysis of sailplanes or general aviation aircraft are self-
evident applications,but the method could also be used for analysis
of blended wing body designs and hydrofoils.
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Introduction

E XPERIMENTS show that a time lag of breakdown location
is observed in all unsteady � ows regardless of the source of

the unsteadiness. The dynamic response of breakdown location is
similar to that of a � rst-order system. It is suggested in this Note that
the time constant is essentiallythe same for all of the excitationsand
that the mechanism of the time lag with respect to the quasi-steady
case is universal. This universality may originate from the wave
propagation properties of the vortex � ows. A simple model of time
lag of vortex breakdownlocation was proposed,and the predictions
were compared with the experiments.

The time lag of vortex breakdown location with respect to its
variation in the quasi-steady case has been observed for several
types of wing motion including pitching, plunging,and rolling.Re-
cently, more detailed observations of the phase lag were made by
Atta and Rockwell,1 LeMay et al.,2 and others. These studies re-
vealed that, for a periodic pitching motion, vortex breakdown lo-
cation forms hysteresis loops when plotted as a function of angle
of attack because of the time lag of breakdown location. It was
also shown that the phase lag increases with increasing reduced
frequency, without signi� cant in� uence of Reynolds number. The
response of breakdown location was also studied for transient mo-
tions such as a � nite ramp pitching motion or plunging motion by
Thompson et al.,3 Reynolds and Abtahi,4 and others. Similar obser-
vations of time lag and hysteresis effects were made for pitch-up
and pitch-down motions. It has been found that the response of
breakdown location is similar to that of a � rst-order system. The
time constant s can be estimated from the time history of break-
down location in response to a given unsteady wing/surface mo-
tion. The estimated values of the time constant for different types
of motion are given by Srinivas et al.5 and Greenwell and Wood.6

Although the normalized time constant s U 1 /c is affected by the
type and amplitude of the motion, the breakdown location in the
static case, and the sweep angle of the wing, it value falls between
s U 1 /c =1–2 for slenderwings ( K ¸ 70 deg). By curve � tting to the
experimental values of the phase lag for pitching wings, Greenwell
and Wood6 obtained s U 1 / c =1.67. In summary, the time con-
stant can be considered essentially the same for different wing/
surface motions as a � rst approximation.

Recent investigationsof vortex breakdowncontrol techniquesre-
vealed similar time lags. The measured phase lag of breakdown
locationwith respect to the quasi-steadycase is shown in Fig. 1 as a
function of the reduced frequency K = x c /2U 1 for the oscillating
leading-edge� aps7 and leading-edgeextensions8 together with the
pitching wings.2,9 Although there is a larger scatter of data at high
frequencies, there is a consistent trend of increasing phase lag with
increasing reduced frequency.Several factors may contribute to the
data scatter: the breakdown location in the static case; the ampli-
tude of the motion; � uctuations of breakdown location, which are
also observed for stationary wings; the number of cycles used for
phase averaging; and the method used to calculate the phase lag.
With these factors in mind, we do not expect a collapse of data for
different motions. The purpose of Fig. 1 is simply to show that the
phase lags are similar for a , K , and d variations.
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Fig. 1 Phase lag of vortex breakdown location for different types of unsteady motion.

Also shown in Fig. 1 is the phase lag of breakdown location for
an oscillating � n placed near the trailing edge of a delta wing.10

Note that the phase lag agrees very well with that of pitchingwings.
The effect of the � n oscillations U (t ) is expected to be different
than that of the other types of motion (shown in Fig. 1) for which
the development of the leading edge vortex is time dependent.The
� ow upstream is steady in this case. Yet, the measured phase lag
due to the oscillating � n is very similar. Figure 1 suggests that the
mechanism of the time lag is the same regardless of the type of
unsteady motion.

Physicalmechanismfor thisphase laghas remainedunclear.Note
that the observed phase lag of breakdown location is much larger
than the time lag in the developmentof the vortex � ow.11 Greenwell
and Wood6 present a comparison of the time constants (estimated
from the surface pressure changes in response to blowing) in the
absence and presence of vortex breakdown, which are different by
oneorderofmagnitude.Also, if thecase of theoscillating� n (shown
in Fig. 1) is considered,the upstream� ow is free of unsteadyeffects
and there is no time lag in the development of the vortical � ow,
yet there is considerable time lag of the vortex breakdown location.
In another attempt, the observed time lag of breakdown location
was explained by the variations of the effective angle of attack and
motion-induced longitudinal camber12 for a pitching delta wing.
Both effects are due to the wing motion and fail to explain the
phenomenon of the time lag of breakdown location when the wing
is stationary. Another explanation for the time lag of breakdown
location is the external pressure gradient outside the vortex core,
which plays a major role in the dynamic response of breakdown
location.8,9 However, it is not clear how different types of motion or

unsteadinesscan generatesimilar phase lags of the externalpressure
gradient.In this Note, a new explanationof the time lag is proposed.
This explanation is based on the wave propagation properties of
slender vortex � ows.

Proposed Mechanism of Time Lag
One of thewell-knownexplanationsof vortexbreakdownis based

on the wave propagation characteristicsof the mean � ow, which is
measured by the group velocity. Waves may propagate along the
vortex core, and the propagationof the waves upstream (against the
mean � ow) is possible if the � ow is subcritical. The wave propa-
gation characteristics may change with streamwise distance along
the vortex core. The waves are propagated upstream in the sub-
critical section, but are unable to propagate farther at a location at
which critical conditionsexist. This critical location can be taken as
an estimate of breakdown location.13 A stationary breakdown can
be considered as the superposition of an upstream moving wave
and a uniform freestream velocity (in the downstream direction),
which makes the wave stationary.Therefore, the wave speed can be
found from the velocity measurements as the negative of the local
freestream velocity (axial velocity away from the axis) at the axial
positionof the stagnationpoint, as doneby Lundgrenand Ashurst.14

The breakdown location can be considered as an equilibrium loca-
tion at which the local freestream axial velocity W 1 is equal to
the wave speed Cg0 in the limit of zero axial wave number k =0.
When vortex breakdown in unsteady � ows is considered, the effect
of nonzero frequency (or � nite wavelength) should be considered.

The group velocity of the waves traveling upstream depends on
the wave number k. For example, in the case of a cylindrical vortex
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Fig. 2 Vortex breakdown
location in static and dy-
namic conditions.

with the Rankine velocity distribution and no axial velocity, the
dispersion relation in the long-wave limit can be approximated as

x = Cg0k[1 + 0.1729(ka)2 (ka /2)] (1)

where x is the radial frequency and a is the radius of the vortex
core. This equation shows that the magnitude of the group velocity
Cg = @x / @k decreases with increasing wave number. This result
can be also veri� ed from the exact dispersion relation given by
Kelvin (see Ref. 10). Therefore, the groupvelocityCg for a pitching
wing is smaller than the corresponding quasi-steady value Cg0 by
a value D Cg . Hence, the equilibrium location (vortex breakdown)
is different for the quasi-steady and dynamic cases. For example,
the quasi-steady breakdown location (corresponding to an angle of
attack a = a S ) is shown as S in Fig. 2. At the same angle of attack
a = a S , for a pitch-up motion (xbd decreasing), the wave speed is
smaller by D Cg and, therefore, the equilibrium location is shown
as D in Fig. 2. As the angle of attack increases, the breakdown
location reaches the location S at a larger angle of attack (a U > a S ).
Therefore, for a given breakdown location in the quasi-steadycase,
a larger angle of attack in pitch-up motion is needed. For the pitch-
down motion (xbd increasing), at a = a S , the breakdown location is
alreadyat D. At a smaller angle of attack (a D < a U ), the breakdown
location will be at S. Therefore, for a given breakdown location
in the quasi-steady case, a smaller angle of attack in pitch-down
motion is needed. In other words, the vortex breakdown location is
aft compared to the quasi-steadycase (for a given a ) under pitch-up
motion and farther forward under pitch-down motion. Hence, the
well-known hysteresis effect of breakdownlocation is explainedby
using the wave propagation characteristicsof the vortex � ows. For
a periodic pitching motion, an approximate relation between D Cg

and the phase lag u can be obtained using the static derivatives
dCg /dxbd and dxbd / d a .15 The magnitude of D Cg is predicted from
the simple model of a cylindrical vortex with the Rankine velocity
distribution and no axial velocity.

Experiments
Flow visualization and laser Doppler velocimetry (LDV) mea-

surements in a water tunnel were carried out over a delta wing
to determine the static derivatives dCg /dxbd and dxbd /d a and the
phase-averaged variation of breakdown location for a periodic
pitching motion. The delta wing model had a sweep angle of
K = 75 deg, and the Reynolds number based on the chord length
was Re =4.1 £ 104 (see Ref. 15 for further details). To determine
the static derivativedCg /dxbd , the wave speed (whose magnitude is
equal to the local freestream velocity) was found from the velocity
measurements at the axial position of vortex breakdown,as done by
Lundgrenand Ashurst.14 The mean angleof attackwas a 0 = 36 deg,
and the amplitude was a 1 =4 deg. The phase angle u was found by
using the Fourier’s series expansion of the phase-averaged break-
down location.

According to the Rankine vortex model used, the quantity
D Cg is a function of x / 2X , where X is the angular velocity of
the vortex core.10 Therefore, an estimate of X is required for
this model, which was obtained from the velocity measurements
as X c / U 1 »=7. By using this estimate, one obtains x /2 X =

Fig. 3 Variation of phase lag as a function of reduced frequency.

x /2(7U 1 /c) = ( x c /2U 1 ) /7 = K /7. The reduction in the wave
speed D Cg was found as a function of the reduced frequency K
and was used to predict the phase lag u . The experimentally mea-
sured and predicted phase lags are shown in Fig. 3. The agreement
between the experiments and theory is reasonable, considering that
the theoretical model is valid for a very simple vortex � ow. Also,
the model does not take into account the time lag in the develop-
ment of the vortex � ow over the pitching wing. The most impor-
tant feature of the theoretical model is its capability of predicting
phase lags that increase with increasing frequency, which is well
known from the experimentalobservationsfor a variety of unsteady
� ows.

Conclusions
Experiments show that the time constant and phase lag are es-

sentially the same in all unsteady � ows regardless of the source of
the unsteadiness.This suggests that the mechanism of the time lag
with respect to the quasi-steady case is universal. A new explana-
tion based on the wave propagationproperties of the vortex � ows is
proposed. For a pitching motion, well-known hysteresiseffects and
time lag have been explained with this model. Reasonable agree-
ment between the predicted and measured phase lag was found.
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Nomenclature
Cl , Cm , Cn = rolling, pitching, and yawing moment

coef� cients
Clp , Cmq , Cnr = damping derivative due to roll, pitch, and yaw

rates, per radian
CX , CY , CZ = axial, side, and vertical force coef� cients
X , Y , Z = longitudinal, lateral, and vertical displacements
a , b = pitch plane and side-slip angles of attack
a T = total angle of attack,

p
( a 2 + b 2)

D Cl f = incremental Cl f due to a and b
[Cl f ( a , b ) ¡ Cl f ( a , b = 0)]

D Cm f = incremental Cm f due to b
[Cm f ( a , b ) ¡ Cm f ( a , b = 0) ]

D Cn f = incremental Cn f due to a [Cn f ( a , b ) ¡ Cn f ( a = 0, b ) ]
D CY f = incremental CY f due to [CY f ( a , b ) ¡ CY f ( a = 0, b )]
D CZ f = incremental CZ f due to b [CZ f ( a , b ) ¡ CZ f ( a , b = 0)]
u , h , w = body axis roll, pitch, and yaw angles

Subscripts

f = freestream
i = interference

Introduction

O VER the past years, the advances in computational � uid
dynamics (CFD) have greatly encouraged the development

of various computational methods for predicting store separation
trajectory,1 ¡ 3 the motivation being to reduce the engineer’s depen-
dence on traditional wind-tunnel tests, which are expensive and
time-consuming to use. The present Note attempts to demonstrate
the computationalpredictionof a store separationtrajectory,carried
out by employing the grid survey approach. The basic grid survey
method has been used by engineers to predict store separation tra-
jectory successfully in past decades.4,5 Typically, a matrix of aero-
dynamic � ow� eld data in a region that encompass the anticipated
trajectory path of the store are obtained using the captive trajectory
system (CTS) in a wind-tunnel facility. A six-degrees-of-freedom
(6DOF) program integrates the rigid-body equations of motion by
the use of these aerodynamic � ow� eld data. The present study is
based on a similar approach, but an Euler code is used to obtain the
� ow� eld grid data instead of the CTS rig. A case study involving
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Fig. 1 Con� guration geometry (side view).

the trajectory of a body–tail store con� guration separating from a
clipped delta wing at transonic speed of Mach 0.95 is predictedand
compared against available CTS results.6 This test case has also
been used by numerous researchers to verify the accuracy of their
CFD results in past years.1 ¡ 3,7 Figure 1 presents the side view of the
con� guration with important dimensions illustrated.

Formulation
A detailed discussion on the grid survey method may be found

in Refs. 4, 5, and 8. The author shall address the key challenge
in the grid survey method, which requires the user to prepare the
right amount and composition of grid data and apply appropriate
aerodynamicmodeling to characterize the � ow� eld of the con� gu-
ration. The � ow� eld data required in the grid survey method consist
of the freestream and the interference coef� cients. The pitch plane
freestream coef� cients, (CZ f and Cm f ) are modeled as functions of
a , whereas the yaw plane coef� cients, (CY f and Cn f ) are modeled
as functions of b . The interference coef� cients, for example, Cmi

and Cni , which account for the in� uence of the aircraft on the store
are modeled as functions of the Z position relative to the aircraft.
Studies have shown that the interferenceaerodynamicsdue to other
positions (X and Y ) and attitudes ( u , h , and w ) are small and may
be neglected.8 In the present study, these coef� cients are obtained
using a commercial Euler code, MGAERO.9 The axial drag co-
ef� cient CX f is modeled as function of a T , and Cl f is treated as
zero at all a values. The dynamic derivatives, Cl p , Cmq , and Cnr

are estimated using semi-empirical code, MISSILE DATCOM,10 at
a = 10 deg, which gives values of ¡ 4, ¡ 38, and ¡ 38, respectively.
A simple 6-DOF trajectory simulation program, TRASEP is then
used to compute the separation trajectory from the instant of end
of stroke, estimated to occur at t =0.055 s, where the slope of the
pitch rate of the store reverses in the CTS test. TRASEP is an in-
house developed software using SIMULINK11 under a MATLAB®

environment.
From the preliminary result of the � rst trajectory simulation, the

various combinations of a and b experienced by the store at dis-
crete Z positionsareobtained.The freestreamaerodynamicsat these
combinationsof a and b are then computed using MGAERO to ob-
tain the aerodynamic coupling effect. These secondary effects, for
example, D Cl f and D Cm f , are modeled as functions of the Z po-
sitions and incorporated in the second re� ned simulation. They are
modeled as functions of Z instead of a and b to avoid the need
to implement a two-dimensional linear interpolation scheme that
would require a substantial increase in grid data. It is assumed that
the ( a , b ) experienced by the store at various Z positions in the
second trajectory simulation does not differ very much from the
� rst simulation. The net static aerodynamic coef� cients acting on
the separating store is equal to the sum total of the freestream (in-
cluding a – b coupling) and interference coef� cients. As an illustra-
tion, the net Cm value is representedby the following mathematical
expression:

Cm ( a , Z ) = Cm f ( a ) + Cmi (Z ) + D Cm f (Z )

Results and Discussion
Flow� eld Data

The store-alone aerodynamic data in the pitch plane are com-
puted using MGAERO for a up to 20 deg in steps of 4 deg at Mach


